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An optimal control problem (see, e.g., [1, 2]) may be formulated as fol-
lows. Minimize the functional

J = Φ[x(t0), t0, x(tf ), tf ] +
∫ tf

t0

L[x(t), u(t), t] dt (1)

subject to the first order dynamic constraints (the state equation)

ẋ(t) = a[x(t), u(t), t],

the algebraic path constraints

b[x(t), u(t), t] ≤ 0

and the boundary conditions

φ[x(t0), t0, x(tf ), tf ] = 0

where x(t) ∈ Rn is the state, u(t) ∈ Rr is the control, t is the indepen-
dent variable (generally speaking, time), t0 is the initial time, and tf is the
terminal time. The functional (1) is called a cost functional.

The work was supported by a Foundation under project 16-01-00000.

References

[1] Pontryagin, L.S., Boltyanskii, V.G., Gamkrelidze, R.V., Mishchenko,
E.F. The Mathematical Theory of Optimal Processes. John Wiley &
Sons, New York, 1962.

[2] Bellman, R. Adaptive Control Processes: A Guided Tour. Princeton
University Press, 1961.

1


